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Motivation ‘ %

+ New classes of applications: (very) large & complex,
computationally intensive, irregular behavior, contain
large loops

+ High performance computing systems: unstable
environments, complex to manage, computing resources vary
in type, quantity and availability & multiple sources and
types of uncertainty
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‘ Motivation

+ Performance is more than just execution time:
+ Scalability
+Execution time, efficiency and other metrics
+ Numerical efficiency

+Accuracy, stability
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‘ Motivation

+ Heterogeneity in computing resources evolves from
variations in:

+ Number = failures (fault tolerance issues)

4+ Load - availability (load balancing issues)

b[ES Smte 'zq_'_ L i '!"*-"'_.'g 1'.r e
Esippi i =2 [F NG LEER H { 5 &J
LIy ERST LT [ | CHLLESE CF EMGILEER NG e’ =




'Challenges S

\

@ 2 'User goals: unchanged: optimal results with minimum i,hz
cost/effort

&) Tradeoff between numerical efficiency and scalability

& Tradeoff between scheduling overhead and load imbalance

'*?\”'g How to execute large scientific applications on today's
heterogeneous systems in a flexible and resilient, taken

together as robustness, manner?
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‘ Motivation

[ ADLS robustness (reliability) ]

K “,
A: measure of F: measure of
flexibility resilience
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|Approach: cause-and-effect analysis
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" Fishbone diagram illustrating the relationships between the multiple possible causes &
their effects for the problem of flexible and reliable execution of scientific
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‘ Contribution

Contribution: flexibility and resilience metrics to
quantify the robustness (reliability) of 3 Adaptive
DLS (ADLS) methods against /oad variations and
resource failures, respectively

We propose:

= Use of the FePIA procedure to design metrics to
measure robustness of batched AWF, chunked AWF, and
AF to schedule large loop iterations in a flexible and
resilient manner on large-scale heterogeneous computing

systems
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\Backgr'ound & related work

Robustness encompasses flexibility and resilience

Z Previous study shows it is feasible o develop a common
metric for all hon-adaptive and one adaptive DLS techniques

Z What is missing?

> A more general approach needed to address robustness
for more than one method (DLS or ADLS) and for more
than one application
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'Robustness metrics - FePIA Design steps ﬂ

S.1 Identify the set of performance features of the DLS method (&)

S.2 Identify the set of parameters perturbing the performance of the
method (TT)

5.3 Identify and clarify the impact of the perturbation parameters on the
performance features of the DLS method (2(TT))

S.4 Identify the analysis to determine the robustness of the DLS method
(r(9,w) - robustness radius, p(&,TT) - robustness metric)

We use these steps to design the following metrics:

p(2,,TT,): Robustness against /oad variations (flexibility)
p(2,,TT,): Robustness against resource failures (resilience)
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'Robustness

metrics - Notation

MNotation Definition

N total number of tasks

N reseh # of tasks that need to be rescheduled

=¥ i-thtask, 1 << ¢« << N

P total number of processors

M g-th processor, 1 << 53 < F

T—’!";,L execurton iime of task a; on s

TW=2F communicarion ime between vy and foreman for a;
T_ﬁ’rﬂw— communicarion ime between vy and any other worker for a;
ET 4 Sinishing time of all tasks computed by

T am total parallel executon tume for the N tasks

T&F;.EE” execution iume of the fastest sequential version of the apphcation
ﬁ g TLB

S Speed up of the parallel system defined as Tran
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vector of processors load (= system load)

resources status vector (activelfailed)

set of performance features

set of perrurbarion parameters

tolerance factors for performance features

robustness radius

robustness metric

normahized weight of processors in WE, AWE, AWEF-B. AWFEF-C
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Flexibility: robustness w.r.t load variations

Assumptions regarding variations that can occur in the load at run-time:
A.1 variations of individual worker loads
are mutually independent
A.2 individual worker load variations may or may
not occur simultaneously

A.3 ADLS have load variation detection &

monitoring mechanisms

" These are realistic assumptions that simplify the cause-and-
effect analysis for this metric.
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Flexibility: robustness w.r.t load variations @

S.1 Performance features set: &, = {9,} = {€T;}

S.2 Perturbation parameters set: TT; = {m;} = {A}

5.3 Impact of TTyon &;: for all {tasks i | i executed on m; in
presence of A;}

ET; (A) = Zi N (Ty(A) + T2 (A)) + Tyw2(Ay))
S.4 Analyze the robustness radius and define the robustness
metric:

{A € (ANAD | (ET; (A)) = To€TPM9)A(1<) < P) }, A°r'9 - initial
load on m;
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Flexibility: robustness w.r.t load variations @

T, - acceptable tolerance on €T, or Tp,, impact caused by
variations in Ajor A

Robustness radii rp s(9;,1) = FapLs (ET;A)= max| |AJ -
Ajorigl |1/ s.t. €TJ (AJ) - T1'€Tjorig

Individual robustness value p,p 5(3;,TT;) = max(r(€T;A;))
V"pi S @1 Gnd Tfi S nl

Robustness metric pperic(Tear.A) = min(p,p s(€T;.A;))
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Possible scenarios to determine the flexibility
of ADLS techniques

Individual variations Individual variations
_ ir::/h |n Trar
S upper 1 7\ . t Equal variations| | tEqual variations in S Upper I 7\
8 bound | | C c S bound | [~
= // \ Z @ ‘ﬁ' = ] \\
5 KR : < /N S 7
g 2 . 5 “ 8 7R
B Midde{ | TYERY & Upper | N\ E viddle| |/ £x
: 7 /8 S bound | [7 A ) S Zh=k
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3 Lower | || b & Lower | | S Lower | ] ggéﬁ
F bound I o 2 — © bound | I » - bound | I |
AF ‘ AWF-B ‘ AWF-B AF ‘ AWF-B AF I AWF-B
AWF-C AWF-C AWF-C AWF-C
ADLE melrod L ADLSE method ADLSE moethod , . ACLS mothod
Scenario (a) Scenerio (b}
Scenario (a) Scenario (b)
Choose the ADLS method that has Choose the ADLS method that has
the Jowest impact on ADLS the Jowest impact on ADLS
performance AND can handle the performance for a fixed variation in
largest variation in A A
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Resilience: robustness w.r.t resource failures

Assumptions regarding failures that can occur in the system and their
handling mechanisms:

A.4 only resources associated with worker @ P
processors fail Nn
A.5 resource failures occur simultaneously

A.6 resource failures are mutually independent

A.7 resource failures are permanent

A.8 ADLS have fault discovery & fault-recovery mechanisms

These are realistic assumptions that simplify the cause-and-effect
analysis for this metric.
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Resilience: robustness w.r.t resource failures ET.

S.1 Performance features set: &, = {¢';,¢',} = {Nresch T; .}
S.2 Perturbation parameters set 1T, = {r';} = {F}
S.3 Impact of TT,o0n &,:
¢'1=fyu(m):  Nresch=f(F), where Nresch(F) = N resch (F)+ Ny,resch (F) A
Nresch(F) = f'(ADLS method of choice)

©',=f>('):  Tpar=f21(F), where Ty n (F) = f'(ADLS method & recovery mech.)
5.4 Analyze the robustness radius/radii and define the robustness metric:

{ F | (Nresch(F) < 1,,N) A (3 F' s.1. Nresch(F*) > 1,-N) }

{F | (Tpar(F) < 73 Tpur (F9)) A 3 F' 5.1, Tppp(F')> T3 Tpur (F9))}
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‘Resilience: robustness w.r.t resource failures ¥ .
(cont.)

Robustness radii (tolerance intervals):

rapLs (9'1.T1)=rapLs (Nreseh F) = max | |F-Feris||;, such that
(Nresch(F)<r,'N) A(3 F' s.t. Nresch(F*)>T,-N)

aoLs (0'2.11)=r apLs (Tpar F) = max | |[F-Ferig||,, such that
(Toar(F)<T3 Tpar (Fr9)) A (A F' s.t. Tpar(F') >T3 Tpar (FoM9))

T, - acceptable tolerance on Nreschimpact caused by # of failures in F.
T3 - acceptable folerance on T, impact caused by # of failures in F.

Individual robustness value pap s (2,,TT,) = max(rap s (01,71, FapLs (0'5.71)

Robustness metric

Pmetric(Tpar.F) = min(pap 5N, F), p a0 s(Tpar. F))
Miss mppjlsﬁltg alt T ICAVS;)




Possible scenarios to determine the resilience g%

of ADLS techniques

/
v
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Scenario (b)
Choose the ADLS method that has
the /Jowest impact on ADLS
performance for a fixed variation in

F
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Usefulness @ ¥TE

¢ The usefulness of proposed metrics is twofold:

* the metrics can be formulated offline with application/
system/ algorithm-specific initial values and integrated into
the master to guide and adapt autonomously the scheduling
decisions

¢ the metrics are usable in conjunction with other desired
performance metrics (e.g., makespan) for differentiating
among DLS that have similar performance w.r.t makespan

¢ Tolerance factors (i.e., T4, T,, T3) must accurately
reflect real life conditions and realistic scenarios
JMi"'SSiSSip pjm P10 AV/'S)




Usefulness @

Tolerance | Depends Best Worst Average
factor on case case case
T1 Application tvpe 1.0 1.5 1.25
To ADLS method O%of N | 50%of WV 25% of N
of choice
73 ADLS method gideal 1 Ze
of choice, (no Sp)
+ of failures,
fault detection &
recovery mechanism

A careful choice of the tolerance factors and incorporation
into the adaptive DLS methods, renders the proposed
metrics useful fowards producing efficient, qualitative and
reliable schedules for execution of large and complex
scientific applications
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A @ p
Usefulness @ E»‘

" When considering a set of ADLS and DLS techniques one
should select as robustness metric (pye+vi.) The one that
gives the smallest robustness radius among all techniques.

" In order to determine the most robust algorithm one
should select the DLS or the ADLS technique with the
highest robustness value (p 5 ™ = K'ppetric) @S derived
from the selected robustness metric.
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Cost analysis @;

The computational complexity of each metric is driven
by the computational complexity of calculating
robustness radii for each metric

General optimization problem for robustness:
Maximize Zkl | 1T, ~ 71,0719 | Ip, k>0

subject to pMN < {@=f(m,)} < pmox
where: ||m,| |p is the L,-norm of the perturbation parameter m,
{ pmin_pmax ) js the tolerance interval,
®=f(m,) is equivalent to &(m,) = 1 - &(m,°"9)
T is the tolerance factor of the performance feature
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Cost analysis @

Optimization problem for flexibility:
maximize ||A-A°ri9||, subject to
Tpar(A) < Ty Tpar(AM19) ATpap(A) < Trastest o

Optimization problem for resilience:
maximize ||F-Fori9||; subject to
Nresch(F) < 7N A Tpap(F) < T3 Tpap(For9) A Tpp(F) < Trostest e

Fact: All norms || A [|, are convex functions
Dilemma: &(TT): convex or concave function?

If ®(A) and &(F) are linear or convex functions both metrics become
convex optimization problems with inexpensive optimal solutions

If ®(A) and &(F) are concave then near-optimal solutions cannot be

found with optimal costs
MESES?PPJS{% alt T @
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‘Conclusions & future work @é

Pre-3 inherent robustness of AWF, AWF-B, AWF-
C and AF against load variations

© The proposed metrics bring out the most adaptive
and efficient DLS algorithms to state-of-the-art
performance

© Careful choice of tolerance values results in
qualitative, efficient and reliable schedules in
today's large scale, high-performance,
heterogeneous systems
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Conclusions & future work

]

"Consider multiple perturbation factors to devise more
realistic metrics

"Use the metrics to measure the robustness of DLS
techniques lower in the hierarchy

"Simulate and use the proposed metrics to test the
robustness of the DLS and ADLS techniques using an event-
based simulator

"Incor‘porafe the proposed metrics in scheduling techniques,
to test their robustness when executing real world irregular
scientific applications on real heterogeneous computing

systems |
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'Summary
L

"New complex classes of applications; uncertain
computing environments; performance is more than
execution time

" Tradeoffs:
“* Numerical efficiency & stability
" Scheduling overhead & load imbalance
“Robustness meftrics
v w.r.t load variations (flexibility)
= " w.r.t resource failures (resilience)

“Usefulness: automatic selection of robust, efficient &
optimal scheduling techniques
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Thank you

Questions?
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