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Problem statement

Model

Motivation

Optimal broadcasting of a single chunk
Many-to-one

One-to-one

One-to-c

Towards fast broadcasting of a stream of chunks
Curses

Blessings
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The Live Streaming Problem

A live stream (streamrate s) to watch...
Injected by a server of capacity Uc = n,S
Watched by a set of N peers...

Goal #1: make it work!

Goal #2: make it fast!
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Chunk-based (aka data-driven) diffusion

Chunk-based: the stream is split into chunks of equal size;
Integrity-rule: only forward fully received chunks;
Upload-constrained: delay comes from upload bandwidth
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Optimal delay in the homogeneous case

Homogeneity allows to work in slotted ti%g
2

(N/no)é

u

The best way to broadcast one chunk takes

Extends to a stream of chunks by permutation of the single chunk
tree

Time =1
10

Time
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Optimal delay in the heterogeneous case

Nice formula for the optimal single chunk transmission: failed
Direct link single chunk / stream of chunks: failed

Intuition: should be faster (centralization is the extreme case)

In practice: i

Diffusion delay
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Summary: heterogeneity is a b....
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Model extension: forwarding policies

Authorize collaborations, or force parallelism:

Many-to-one: any set of peers with a chunk can forward that
chunk in time 1/> 1.

NOT PEOALOTIX OT OAA, BUT OO0 EACIEP TO XOUTIUTE;
QIAA NEATTLVOEPATAVD TNE OTNEP LOOEAT.

Ove—T0—0VE (LOVO—COUPXE): O TEEP [ WITN O XNUVK X0V @OPLaPd 1T IV
Tipe 1/ut.

TNE YEVUIVE HOOEA;
OAOWEP TNAV HOVYP-TO—0VE, BUT HOPE PEAAICTIY.

Ove—To—x (TMPAAAEAIC): O TEEP / VEEDO AT AEACT X/UI TO POPWAPSD O
XNUVK, UTTTO X TEEPC OlIUUATOVEOLOAY.

EETeEVO TNE XAQOOIXAA LOOEA;

TIIPOAAAEAICLL XAV 0TI01 O BAVOWI OTN WACOTE, BUT IT CAOWEP.
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Delays under the model

Focus on full dissemination (lossless) delay

e D: minimal delay for a single chunk trans-
mission (no competition);

o — Dm, D]_, Dc.

~

e D: min-maxXx delay for an infinite stream of
chunk (D > D);

[ Dm, Dl, Dc.
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Example

3 peers, s=1, n0=ul=1, u2=u3=1/2

Exactly the bandwidth required according to
Bandwidth Conservation Law (BCL)

Equivalent homogeneous system: n0=1, u=2/3

Many-to-1 | 1-to-1 | 1-to-2 | Eg. homo.

2 2 3
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Streaming is the issue
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Single CHUNK
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Results for the single chunk transmission

Dm is given by a simple greedy algorithm:

Gives N-1 4 L
D= Y —, with Uy = > u,
=s Uk i=1
Absolute, tight, lowe = * "[H(‘E)vr chunk transmission.
DY ~ 10
Homogeneous case. ™ u

Dyt < Dy < D,
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Results for the single chunk transmission

D1 is also given by a simple greedy algorithm.
No simple, closed formula.

T
Theorem: Dm < D1 < 2Dy + U—O

no

Dm no

LS T U

Conjecture (sigh!): Dm < D

1
Price of atomicity is In(2)

D, ng
. icm-Dy, < D. < ¢ Crr
Extension to parallelism: Cm =~ He In(1 4+ ¢) T Ung

Price of parallelism is |77
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STREAM OF CHUNKS
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Streaming case: feasibility

e A Sig’'0O8 papers based on substreams can
be adapted to chunk-based diffusion.

e Good news: proves the feasibility of chunk
diffusion as long as BCL is OK.

e Bad news: designed for latency-based trans-
missions, not chunk-based ones

N-1
Miny, >0 u;

e — poor delay guarantee: D < 2
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Bad case scenario

In the one-to-one model, poor peer may affect the

delay
If you have to use them at some time

This can happen even in overprovisionned scenarios

For any ng, V, there are systems such that
Uy > rN + V (scalable system plus additive
constant) and D = Q(N).
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Good case 1: emulating homogeneity

Assume we can find u such that

N —n,

BéL of the emulated system)
¥%§

Then we have

M/n)@
il LZAGRED 4  with M =#{/u, u} (M
u

(emulation condition)

Poor peers (ui<u) are never used

Sufficient condition for u to exist:
factor 2 BW provisioning for quantification

N)
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Good case 2: avoiding competition

e A sufficient condition for D =D is Dr <1
(time-disjoint trees)

e Necessary for the oo/1 case with uq > uop.

e Requires tremendous bandwidth over-provisioning:
@ > f(h)r, with 1 < f(h) < [In/logz /clog1 4| (A7)
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Good case 2: avoiding competition

Idea: protect the early diffusion to emulate the Dr<cc
Inlivg
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Good case 2: avoiding competition

Proper validation of the idea still on-going
Quantification effects can make some BW useless

The subset must be as similar as possible
(one monster peer in a single subset is hard to
handle)

Lead to condition u>V<«<oolloox&=-|} | [l T)LU(E~
e N\VI=

QVV] ¢\D\}ﬂi4ﬂ$ﬁ?fu$>lﬂ
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Chunk-based model and delay: summary

For homogeneous systems, single delay=stream delay
Collaboration for one chunk transfer is not that useful
Parallelism is not that scary

Heterogeneity speeds up single delay

Some bandwidth overprovisioning seems to be required in
the general case
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And then? Limits of the chunk-based model

Chunks comes from BitTorrent’s world
Integrity purpose

Great for unstructured approaches

Big chunk reduce overhead

Good for theory

Quantification

Delay expressed as bandwidth

But when streaming is concerned...
Need to go down to latency timescales
Limits of the model validity

A possible lead for future work

Do we really need strong integrity mechanisms?

Try to learn from the stripe world
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Thank you very many!

No interactive questions, but you can
‘Have a look at the paper
‘Email me (fabien.mathieu@orange-ftgroup.com)
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