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Origin

¢ In DNA sequence, GC-content is
positively correlated with gene
length, gene density, patterns of
codon usage, recombination rate
within chromosomes, ...

¢ Find a segment where the density
of Cand G is maximum

http://www.topnews.in/health/files/dna.jpg
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*»» Sequence alignment
¢ Each aligned column has an alignment score

*» |dentify segment that is alighed best from output sequence



Problem Definition

S=s,..5,=(a,w,), (a,w,), ..., (a,w,). w;is the width of s,

0 1 2 3 4 5 6 7
1 1 0 5 -2 4 1 1
: NG R o
o (i, j) = i<k<j _ [Z, /1 u(i,j) is the density of S[i,j].
by (wi) Wi J)
Li<k<

% C,.. is the width constraint

* Definition: for givenSand C_, , find i, jsuchthatC_, <=

w(i,j) and u(i,j) is maximized.

min 7



An Example

ww=10<i<7
*al=1a2=1,..,a7=1

NS —
¢ len - 2



An Example

ww=10<i<7
*al=1a2=1,..,a7=1

NS —
¢ len - 3



Current Status

** O(n) algorithm for fixed width.
¢ O(nlogC

** Two optimal sequential algorithms (O(n)) proposed in
2005.

) algorithm proposed in 2002.

min

Treatment of current position depends on previous position

¢ No non-trivial parallel algorithm has been known.



Why more efficient algorithms are needed

¢ Super-large sequences:

+* The longest chromosome from human
has approximately 2,220,000,000 base
pairs.

http://www.odec.ca/projects/2005/anna5m0/public_html/images/chromosome.gif

¢ Output maximum-density
segments starting fromeach index. %> * 2 3 4 5 6 7

+* Current best sequential algorithm is
O(nlogC

min)



Our Contribution

** Proved a “Combination Lemma”.

¢ Proposed n-processor O(log?n) algorithm.

¢ Implemented the proposed algorithm on GPU
using CUDA.



Some Thoughts

% Aboutthe C_ .

¢ n processor, O(n) time complexity

*¢* n?processor, O(logn) time complexity
% cost is = Q(n?)

% Is there a better way?

width w, =1



Outline

¢ Introduction
+* Origin of the maximum-density problem
+** Description of the maximum-density problem
*»* Current progress
* Why more efficient algorithm is needed

** Our contribution

¢ Our Approach
+* Basic concepts
¢ Overall idea
+* Find right-skew pointers efficiently
+* Three steps to find maximum-density segment.

A/

** Implementation and Experimental Results
+* Comparison with naive algorithm
+* Some additional words

¢ Ongoing and Future Work



Basic Concepts/DRSP [Lin et al. ]

+** DRSP: Decreasing right skew partition
** Existence and uniqueness

S S, S S, S5 S

S15; S3 54 Ssl
2 -1 3 1 7 O 1 4 6 4 5 3 0 -2 -4 -8

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Decreasing: u(S;) > W(S,) > 1(S3) > 1(S,) > 1(Ss) > K(Sg)

Right skew: the density of any prefix sequence is no more than the
density of remaining suffix : p(s;) < p(s,555,5¢) , K(S1S,) < K(S354S5), ---



Basic Concepts/DRSP [Lin et al. ]

¢ Bitonic property

1112 -1 3 1 7 0O 1 4 6 4 5 3 0 -2 -4 -8

W(SSy) W(SS:S)) ... H(S1515,555,5556)



Basic Concepts/DRSP [Lin et al. ]

¢ Bitonic property
** Atomic property:

if W(S;S;) 2 u(S,), then u(S,;S;) >= u(S;s;...s; ), 1<=i<=5

S S, S3 S, S5 S

S,

S1S, S3 S, ssl

112 -1 3 1 7 0 1 4 6 4 5 3 0 -2 -4 -8

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

w(S.S,) =14/7=2, u(S;s,)=4/3, u(S;s;s,)=3/4, ...



General Idea

¢ If for each i, 1<=i <=n, we know the DRSP of s, ....s,
** With one processor, the maximum-density segment
beginning with i can be identified within O(log(n)) by
binary search.

** With n processors, maximum density segment

beginning with i can be identified in O(log(n)) in parallel




General Idea

Efficiently find the DRSP of each suffix of S?



Right Skew Pointers [Goldwasser et al.]

“* The right skew pointer tells us the DRSP of s....s. (The use
of right-skew pointers)

¢ For each s, find the longest right skew segment beginning
with s, (Lemma) (How to find right skew pointers)




Efficiently Find Right Skew Pointers

LS

1

ﬂ_uruuu

01-4:6 453 0 -2-4-8
7 9

6

N)

_
w W
s | =
o | N

10 11 12 13 14 15 16

Left half: S, |  Right half: Sy

aEn

4 5 3 0 -2 -4 -8

701-46l VVLlll

7

|_\
w w
S

10 11 12 13 14 15 16

As a whole



Efficiently Find Right Skew Pointers

Lemma 3.2: (Combination) Let DRSP(5;)=51,.... o
and DRSP(Sp=Sivi1..... 5. Let & be the greatest index
i € 1,1+ u| that maximizes u(S;...5;). then the first right-
skew segment of DRSP(S; S5p) 18 51...5,.. Moreover, k 1s
either 1 or € [t + 1,¢ + ul.

Guarantee that the construction of right-skew
pointers can be done in a parallel and binary

fashion.



General Steps

¢ Step 1: Find right-skew pointers for S (log?n)

2 -1 3 1 7 0 1 -4
3 8

1 2

v
4 5 3 0 -2 -4 -8

10 11 12 13 14 15 16

il_l,llll

% Step 2: Find for each i, i* such that w(i, i*) >
reaches maximum. (logn)

and p(i, i*)

min

2 -1 317 014 6 45 3 0 -2 -4-8
1 1*

+* Step 3: Identify the maximum-density segment from all S[i, i*].
(logn)



Efficiently Find Right Skew Pointers

1 Compute the prefix sums of values and widths of 5;
2 PDRSP(S, n);

procedure PDRSP(S. 1)  // find night-skew pointers of &

1 for i=1 ton doin parallel // initialization

2 plil+i:

3 endfor

4 ifmis 1 then return; ./ baze case

3  doinparallel

6 PDESP( S[L|n/2], |n/ 2-|}: /! divide-and-conguer
7 PDRSP( 5[ n/2]+Lx]. n—[n/2]):

§ COMBINE(S[L n/2], S{n/2]|+Ln]);

procedure COMEBINE( S, 5;) // find right-skew potnters of 5.5 using kmown right-skew pointer of 5; and S

I; « lengthof 5, [ + length of 5z
construct Tpy of 5,:  //Ipy 1s the pointer-jumping table
for each 5 =57 do in parallel
SpseSzlidr]:
plil+ SUFFIX-FIND ( Sz;. Sg. i):
end [uvr

L o I O

procedure SUFFIX-FINDY{ 3;;. 5z, i) // find the right-skew pointer p[i] in 37 ;55

1 j«0;

2 for k«[lglp| toOdo // binary search

3 if J21 or wiSpSell T > w(Sz:5g[L plj +1D then

4 if w570 pli]] = w5y ;55[L 1) then return pli] ;

5 else return Iy +j:

6 r&Tp;(j+LE);

7 if » < Ip and w(57;Spllr]) = (S ;5gL plr +1]1) then j+ p[r+1]:
8 end for

9 if j<lp and w(S;:Sp[LjT = wi(Sp:Se[lplj+1]]) then //final check

10 if w5700, pli]) = wo Sy Sl pli+111) then return pli] ;
11 else return Ip + p[j+1];
12 return Iy +J
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CUDA Architecture

CPU (host)

GPU (device)
Block({0,0)  Block{0,1) Block(1,0) Block(1,1)

Threads i } gg g gg E

Local ' |

=t Block shared
memory memary Memaory

| I | |
\ Global memory

nVIDIA GTX280



Finding good partner with CUDA

n elements, block size ¢, # blocks is n/t.
t < 512 due to the required shared memory.
t = 512 for maximal use of shared memory.

¢ Find right skew pointers. Seq. is divided up to equal-size sub
sequences (except the last one).

-Find right skew pointers for each block (subsequence)

intra-block communication (through shared memory, less
expensive). Each block processes a subsequence of length t.

- Find right skew pointers for the entire sequence (by melding the
RSP of all subsequences).

inter-block communication (through global memory, much
expensive).

¢ Find good partners
Each thread finds the good partner for its corresponding element.
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Some Additional Words

** We have implemented optimal sequential algorithm

¢ One a single CPU of GTX 280, out of memory above 3
million size

¢ Current parallel algorithm should be further optimized.



Ongoing and Future Work

¢ Algorithm for both lower and upper bound is available

¢ Optimize CUDA code and compare parallel algorithm with
optimal sequential algorithm

** Apply to real sequences

*¢* Reduce memory requirement

¢ Cost-optimal parallel algorithm



Thanks!

Questions?
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