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Motivation!

   Amount of information stored on disks constantly increasing!

   Demand for more speed, reliability and security.!

   Different files have different storage requirements!

   “One system fits all” design – features set for all files in the system !

   Large granularity results in loss of efficiency and performance!

ATTEST : ATTribute-based Extendable STorage!

  Enable plug-ins based on rules, or extended attributes!

  Select devices based on rules, or extended attributes!

  Rules or attributes can be set on per-file, or per-directory 
basis by the user!

  Plug-ins – encryption, compression, integrity, backup, etc.!
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Comparison of time to compile am-utils on a 
single machine with different RAID, RAIF and 

ATTEST configurations. 

Comparison of write throughput on PVFS with 
and without redundancy enabled for varying 

file sizes using IOR benchmarking tool. 

Comparison of write throughput on PVFS with 
and without data integrity on 8 clients with 8GB 

file size using IOR benchmarking tool. 

Comparison of write throughput using IOZONE 
on PVFS with ATTEST setup compared to 

default PVFS setup. 

ATTEST architecture with cache, encryption, 
compression, backup plug-ins and RAID-5, RAID-0, 

regular disk, SSD and tape devices on a single 
server. 

Based on the extended attributes or rules set by the 
user, plug-ins are enabled in the stack and storage 

device is selected at the storage layer. 

24th IEEE International 
Parallel and Distributed 
Processing Symposium, 

PhD Forum, 2010 

Handling of read/write operations in a clustered 
storage system using the dirty region database 

(DRD). 

ATTEST framework incorporated within the Parallel Virtual 
File System (PVFS) architecture. 

In a clustered environment, ATTEST architecture can be 
used to enable/disable variety of features like redundancy, 
data integrity, encryption, compression on a per-file or per-

directory basis. 

  Regular
   Disk

RAID-5 ATTEST
 (Rules)

RAIF-5
(Rules)

 Regular
    Disk 
(Encrypt)

 RAID-5
(Encrypt)

 ATTEST
(Encrypt)

 ATTEST
(Encrypt 
+ Rules)

   

0

10

20

30

40

50

Ti
m

e 
(S

ec
on

ds
)

      PVFS    PVFS + ATTEST    PVFS 
(encrypt)

   PVFS + ATTEST
      (encrypt)

    PVFS
(2 files, both
  encrypted)

PVFS + ATTEST
(File1 and File2)

120

0

20

40

60

80

100

Th
ro

ug
hp

ut
 (M

by
te

s/
se

c)

File with 
encryption plugin 
enabled.

File with 
encryption plugin
disabled.


